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Abstract

In this paper, we investigate the use of two types of fea-
tures extracted from face images for recognizing facial ex-
pressions. The first type is the geometric positions of a
set of fiducial points on a face. The second type is a set
of multi-scale and multi-orientation Gabor wavelet coeffi-
cients extracted from the face image at the fiducial points.
They can be used either independently or jointly. The ar-
chitecture we developed is based on a two-layer perceptron.
The recognition performance with different types of features
has been compared, which shows that Gabor wavelet coef-
ficients are much more powerful than geometric positions.
Furthermore, since the first layer of the perceptron actu-
ally performs a nonlinear reduction of the dimensionality of
the feature space, we have also studied the desired number
of hidden units, i.e., the appropriate dimension to represent
a facial expression in order to achieve a good recognition
rate. It turns out that five to seven hidden units are probably
enough to represent the space of feature expressions.

1. Introduction

There are a number of difficulties in facial expression
recognition (FER) due to the variation of facial expression
across the human population and to the context-dependent
variation even for the same individual. Even we human be-
ings may make mistakes [7]. On the other hand, FER by
computer is very useful in many applications such as human
behavior interpretation and human-computer interface.

An automatic FER system needs to solve the follow-
ing problems: detection and location of faces in a cluttered
scene, facial feature extraction, and facial expression classi-
fication.

Face detection has been studied by many researchers, and
it seems that most successful systems are based neural net-
works [19, 17]. Once a face is detected in the image, the cor-
responding region is extracted, and is usually normalized to
have the same size (for example, the same distance between
two eyes) and the same gray level. In this paper, we do not
address the face detection problem.

Facial feature extraction attempts to find the most ap-
propriate representation of the face images for recogni-
tion. There are mainly two approaches: holistic template-
matching systems and geometric feature-based systems [4].
In holistic systems, a template can be a pixel image or a
feature vector obtained after processing the face image as a
whole. In the latter, principal component analysis and mul-
tilayer neural networks are extensively used to obtain a low-
dimensional representation. In geometric feature-based sys-
tems, major face components and/or feature points are de-
tected in the images. The distances between feature points
and the relative sizes of the major face components are com-
puted to form a feature vector. The feature points can also
form a geometric graph representation of the faces. Feature-
based techniques are usually computationally more expen-
sive than template-based techniques, but are more robust to
variation in scale, size, head orientation, and location of the
face in an image. The work to be described in this paper is,
to some extent, an hybrid approach. We first locate a set of
feature points, and then extract a set of Gabor wavelet coef-
ficients at each point through image convolution.

Compared with face recognition, there is relatively a
small amount of work on facial expression recognition. The
first category of previous work uses image sequences. Suwa
et al. [18] did a preliminary analysis of facial expressions by
tracking the motion of twenty identified spots. Mase [13]
uses the means and variances of optical flow data at evenly
divided small blocks. Yacoob and Davis [22] use the inter-
frame motion of edges extracted in the area of the mouth,



nose, eyes, and eyebrows. Bartlett et al. [2] use the com-
bination of optical flow and principal components obtained
from image differences. Essa and Pentland [8] builds a dy-
namic parametric model by tracking facial motion over time,
which can then be used for analyzing facial expressions.
The second category of previous work tries to classify fa-
cial expressions from static images. Turk and Pentland [20]
represent face images by eigenfaces through linear princi-
pal component analysis. Padgett and Cottrell [14] use an
approach similar to eigenfaces but with seven pixel blocks
from feature regions (both eyes and mouth). Cottrell and
Metcalfe [5] use holistic representations based on principal
components, extracted by feed forward networks. Rahardja
et al. [15] also use holistic representations with neural net-
works, but the images are represented in a pyramid structure.
Lanitis et al. [10] use parameterized deformable templates
(flexible models) which take into account both variations in
shape and grey-level appearance.

In this paper, we extract two types of features from face
images in order to recognize facial expressions. The first
type is the geometric positions of a set of fiducial points on
a face. The second type is a set of multi-scale and multi-
orientation Gabor wavelet coefficients extracted from the
face image at the fiducial points. They can be used ei-
ther independently or jointly. The architecture we devel-
oped is based on a two-layer perceptron. The recognition
performance with different types of features will be com-
pared. Since the first layer of the perceptron actually per-
forms a nonlinear reduction of the dimensionality of the fea-
ture space, we will also study the desired number of hidden
units, i.e., the appropriate dimension to represent a facial ex-
pression in order to achieve a good recognition rate. Finally,
we note that a similar representation of faces has been devel-
oped in Wiskott et al. [21] for face recognition, where they
use a labeled graphs, based on a Gabor wavelet transform, to
represent faces, and face recognition is done through elastic
graph matching.

2. Data Set and Representation

The database we use for our experiments contains 213
images of female facial expressions. The head is almost
in frontal pose. Original images have been rescaled and
cropped such that the eyes are roughly at the same posi-
tion with a distance of 60 pixels in the final images (resolu-
tion: 256 pixels � 256 pixels). The number of images cor-
responding to each of the 7 categories of expression (neu-
tral, happiness, sadness, surprise, anger, disgust and fear) is
roughly the same. A few of them are shown in Fig. 1. For
details on the collection of these images, the reader is re-
ferred to [12].

Each image is represented in two ways. The first uses
34 fiducial points as shown in Fig. 2. They have been se-

neutral happiness sadness surprise anger disgust fear
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lected manually. Development of a technique for automat-
ically extracting these points is under way. (An automatic
technique for building a similar representation has already
been reported in the literature [9, 21].) The image coordi-
nates of these points (geometric positions) will be used as
features in our study. Therefore, each image is represented
by a vector of 68 elements.
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The second way is use features extracted by using 2-D

Gabor transforms [6, 11]. A 2-D Gabor function is a plane
wave with wavevector C , restricted by a Gaussian envelope
function with relative width D :EGF CIHKJMLON C�PD PRQ5S(T U�V C�P5J�PW D P3XZY[Q5S(T F]\ C_^5JML V Q5S(T F V D6PW L4`
We set D_Nba for our

W�ced � W�ced
images. We use a discrete set

of Gabor kernels which comprise 3 spatial frequencies, i.e.,
scales, (with wavenumber f_Nhg5COgiN F akjml%HKakjon%Hpakj�q d L in
inverse pixels) and 6 distinct orientations from 0 r to 180 r ,
differing in 30 r steps. Two examples with three of the total
18 even Gabor kernels are shown in Fig. 3. Each image is
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convolved with both even and odd Gabor kernels at the loca-
tion of the fiducial points as shown in Fig. 2. We have there-
fore 18 complex Gabor wavelet coefficients at each fidu-
cial point. In our study, only the magnitudes are used, be-
cause they vary slowly with the position while the phases
are very sensitive. In summary, with Gabor wavelet coeffi-
cients, each image is represented by a vector of 612 ( qsnt�vuel )
elements.

Gabor filter Convolution Amplitude Convolution Amplitude
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3. The Architecture and Training

The architecture of our FER system is based on a two-
layer perceptron (see Fig. 4). As described in Sect. 2, an im-
age is first preprocessed, and two sets of features (geomet-
ric positions and Gabor wavelet coefficients) are extracted.
These features are fed in the input units of the two-layer per-
ceptron. The objective of the first layer is to perform a non-
linear reduction of the dimensionality of feature space, de-
pending on the number of hidden units. Note that there are
no interconnections in the first layer between geometric and
Gabor-wavelet parts, because they are two pieces of infor-
mation very different in nature. The second layer makes a
statistical decision based on the reduced set of features in
the hidden units. An output unit is associated with a partic-
ular facial expression, so our system contains 7 output units.
Each output unit gives an estimate of the probability of the
input image belonging to the associated facial expression.

The FER problem is considered as a statistical classifica-
tion problem. The training is done by minimizing the cross-
entropy for multiple classes [3]:� N V��5� ���������

����:���s� ���
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where �

� � and � �� are respectively the pattern target value and
network output value, representing the probability that inputJ � belongs to class ® � . The activation function of the output
units is the softmax function:� � N Q S�T F°¯ � L± ���²:��� Q5S(T F«¯ �5² L
where

¯ � N ± � � � � � � and � � is the output of hidden unit ³ .
The activation function of the hidden units is ‘tanh’:´ F«¯ � LµN·¶;¸ ��¹ F«¯ � L�ºh»o¼©½ V »�¾0¼�½» ¼ ½µ¿ » ¾0¼ ½
where

¯ � N ± � � �K� � � and � � is the value of input unit
\
.

The two-layer perceptron is trained through Rprop (Re-
silient propagation) [16], which is a local adaptive learning
scheme, performing supervised batch learning. The idea is
to eliminate the harmful influence of the size of the partial
derivative on the weight step. In consequence, the weight
update depends only the sign of the derivative, and is exclu-
sively determined by a weight-specific, so-called “update-
value” À ��Á ��"� :

À ����Á ��"� NÃÂÄÄÅ ÄÄÆ
V À ��Á ��
� if ÇmÈÇ}É�Ê ½ ��Á ��ËÍÌ
¿ À ��Á ��
� if ÇmÈÇ}É Ê ½ ��Á ��Î ÌÌ

otherwise

where ÇmÈÇ}É Ê ½ ��Á � denotes the summed gradient information

over all patterns of the pattern set. The update-value À ��Á ��"�
itself is adapted based on a sign-dependent learning process:

À �:Á ��"� NÏÂÄÄÅ ÄÄÆ
Ð(ÑÓÒ À ��Á ¾ �p��
� if ÇmÈÇ}É�Ê ½ ��Á ¾ �~� Ò ÇmÈÇ}É�Ê ½ ��Á � ËÍÌÐ ¾ Ò À ��Á ¾ �~��"� if ÇmÈÇ}É�Ê ½ ��Á ¾ �~� Ò ÇmÈÇ}É�Ê ½ ��Á � Î ÌÀ ��Á ¾ �~��"� otherwise

where
Ì Î Ð ¾ Î q Î Ð�Ñ . (we use Ð ¾ N Ì�Ô c

, Ð(Ñ NÕq Ô W ).
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4. ExperimentsÙOÚ>ÛMÚ<Ü-ÝtÞàß�áOâ�ã0ä�å¬ã�æ%Ý�ç�èvé«â�é�ÝtèÕå=ã�ê�ávë«â�ê

Our goal is to develop a recognition system which not
only works well on the training data but also gives good
predictions for new data. Since the size of our database
is limited (213 images), we use the cross-validation tech-
nique [3] to test different configurations of our FER archi-
tecture. More precisely,ì We partition the data set at random into í distinct seg-

ments (we set íîNàq Ì ).ì We then train a two-layer perceptron using data fromí V q of the segments and test its performance, by eval-
uating the error function (recognition rate), using the
remaining segment.ì The above process is repeated for each of the í possible
choices of the segment to be omitted from the training
process.ì Finally, we average the results over all í trained two-
layer perceptrons.

Since the training is a nonlinear optimization problem, the
final result depends on the initial guess of the weights of the
perceptrons. So, each perceptron is furthermore trained ten
times with randomly initialized weights. Thus, the result for
each configuration shown below is the average of the results
produced by 100 trained two-layer perceptrons.

We have carried out experiments on the FER using the
developed architecture by using geometric positions alone,
using Gabor wavelet coefficients alone, and by using the
combination of the two pieces of information. In order to
investigate the appropriate dimension to code the facial ex-
pression, we vary the number of hidden units from 1 to 20.
The perceptrons with geometric positions alone were trained
by running 250 cycles through all the training data, while
other perceptrons were trained by running only 100 cycles.
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The recognition rates on the training data and on the test data
(generalization) with respect to the number of hidden units
are shown in Fig. 5. In particular, the generalized recogni-
tion rates are compared in Fig. 6.

From the experimental results, we have the following ob-
servations:ì Gabor coefficients are much more powerful than geo-

metric positions;ì At least two hidden units are necessary to code reason-
ably facial expressions;ì Probably from 5 to 7 hidden units are sufficient to code
precisely facial expressions;ì Adding geometric positions improves the recognition
rate only for low dimensional coding (with less than 5
hidden units). No improvement is observed when 5 or
more hidden units are used.
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Label: Surprise NN outputs Label: Happiness NN outputs

Neu. 0.000
Hap. 0.000
Sad. 0.000
Sur. 1.000
Ang. 0.000
Dis. 0.000
Fear 0.000

Neu. 0.122
Hap. 0.720
Sad. 0.000
Sur. 0.000
Ang. 0.000
Dis. 0.000
Fear 0.158

Label: Disgust NN outputs Label: Fear NN outputs

Neu. 0.001
Hap. 0.000
Sad. 0.428
Sur. 0.000
Ang. 0.016
Dis. 0.555
Fear 0.000

Neu. 0.002
Hap. 0.000
Sad. 0.022
Sur. 0.000
Ang. 0.001
Dis. 0.005
Fear 0.970���"	��%
��ªó0�µ*�����,×��� ����!�A­�e!(
~
����o&��"��'����"�ô#�	

Label: Anger NN outputs Label: Fear NN outputs

Neu. 0.000
Hap. 0.000
Sad. 0.091
Sur. 0.000
Ang. 0.224
Dis. 0.685
Fear 0.000

Neu. 0.010
Hap. 0.000
Sad. 0.502
Sur. 0.000
Ang. 0.001
Dis. 0.007
Fear 0.479

Label: Sadness NN outputs Label: Happiness NN outputs

Neu. 0.099
Hap. 0.846
Sad. 0.052
Sur. 0.000
Ang. 0.000
Dis. 0.002
Fear 0.002

Neu. 0.822
Hap. 0.017
Sad. 0.150
Sur. 0.011
Ang. 0.000
Dis. 0.000
Fear 0.000���"	��%
>�-õ0�µ*�����,×��� ���?!(Av$��
�5��	�
�����,3�(#�&

The recognition rate (i.e., the agreement with the label-
ing provided by the expressors) achieved by our system is
90.1% with 7 hidden units. This should be compared with
the agreement between human subjects and expressors’ la-
beling. In the study of Lyons et al. [12], 60 human non-
expert subjects were asked to rate each facial image for con-
tent of the six basic facial expressions. In 20.5highest rating
(averaged over all subjects) disagreed with the expression
label of the image. This is similar to the results reported in
the literature but with different image database [2, 10]. Sev-
eral sources of this disagreement may be identified. The ex-
pressor may have posed the expression inaccurately or even
incorrectly in some cases. The experimental subjects may
have confused one expression with another when perform-
ing the rating task (for example, fear may be confused with
surprise and anger with disgust). Finally, in a small percent-
age of cases there is also a possibility that the images were
mislabelled by the experimenter.

In order to give the reader a concrete feeling of the FER
results, we show a few examples in Fig. 7 and Fig. 8. The
original labeling in the database and our system outputs are
both shown. Note that, our system provides the probabil-

ity it believes that an image belongs to each of the facial
expression classes. The examples shown in Fig. 7 have ob-
tained a consistent labeling from our system, while for those
in Fig. 8, our system does not agree with the labeling given
in the database. Note that even in the latter case, our system
usually gives a reasonable result, because the expressor may
have posed an incorrect expression.ÙOÚ°öIÚ�÷GøOß­ã0ä�é>Þùã0è�â�êªú¬ûpâ�ã�äÓ÷ñøµæ0ë>áOü­é>è�ç·ýOã�þMä|ÿeÞ��þ�çkã�ê

The expressors found it most difficult to pose fear expres-
sions accurately. In addition, human has more difficulty in
recognizing fear. There is some evidence supporting the hy-
pothesis that fear expressions are processed differently from
the other basic facial expressions [1]. If we exclude the fear
images from the database, an experiment with 30 human
non-experts shows that in 85.6% of all cases, human sub-
jects agree with the expressors’ labeling, about 6% higher
than when fear images are included. Hence, we have re-
peated exactly the same analysis as in the last subsection
but with a dataset in which all fear images were excluded.
The results are shown in Fig. 9. The same general observa-
tions can be made. When 7 hidden units are used, our sys-
tem achieves a generalized recognition rate of 73.3% with
geometric positions alone, 92.2% with Gabor wavelet coef-
ficients alone, and 92.3% with combined information.
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5. Conclusion

In this paper, we have compared the use of two types of
features extracted from face images for recognizing facial
expressions. The first type is the geometric positions of a
set of fiducial points on a face. The second type is a set
of multi-scale and multi-orientation Gabor wavelet coeffi-
cients extracted from the face image at the fiducial points.
They can be used either independently or jointly. We have
developed an architecture based on a two-layer perceptron.
Comparison of the recognition performance with different
types of features shows that Gabor wavelet coefficients are
much more powerful than geometric positions and that the
agreement between computer and the expressors’ labeling is
higher than that between human subjects and the expressors’
labeling.

Furthermore, since the first layer of the perceptron actu-
ally performs a nonlinear reduction of the dimensionality of
the feature space, we have also studied the desired number
of hidden units, i.e., the appropriate dimension to represent
a facial expression in order to achieve a good recognition
rate. It turns out that at least two hidden units are necessary
to code reasonably facial expressions and that five to seven
hidden units are probably enough to give a precise represen-
tation.ú=æ��Iè�Ý��¬ë�ã�ü�çtÞùã�è�â

We thank Miyuki Kamachi and Jiro Gyoba (Kyushu Uni-
versity, Japan) for providing the facial expression database.
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